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Artificial Neural Networks: definition
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ANNs: Perceptron
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ANNs: Multilayer Perceptrons
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ANNs: Perceptron Learning Process
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ANNs: Backpropagation 
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ANNs: Convolutional Neural Networks
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CNNs
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CNNs
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CNNs: Pooling Layers
●
●

which takes the maximum value 
in each window to

● decrease the feature map size 
● keep the significant information.
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CNNs: Local receptive fields
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CNNs: Shared weight
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input layer 32x32

first hidden layer 30x30x5
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CNNs: Learning
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Explainable Artificial Intelligence (XAI)

14



●
●

●

●

XAI: Localization/Attention mechanisms
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For each unit k, the Global Average

Pooling (GAP) is computed as:
Let  fk(x,y)  be the 

activation map of unit k in 
the last convolutional layer 

at spatial location (x,y)

XAI: CAM

Identify last 
convolutional layer

For a class c, the input to the softmax is computed 
as:

where w(c,x) is the weight corresponding to class c 
for unit k

the final equation for an activation map of class c is:CAM result of 
Australian terrier 
classification
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XAI: GradCAM

 
●
● process achieved during the 

classification
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XAI: Deconvolution
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https://towardsdatascience.com/explainable-neural-networks-recent-advancements-part-2-8cce67833ba
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LIME
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XAI: Feature importance and interactions
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XAI: LIME

https://www.kdnuggets.com/2019/04/introduction-explainable-ai.html
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DL-based approach to provide 
pneumonia diagnosis and 

explainability

 



Understanding Automatic COVID-19 Classification
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Diagnosis classification and interpretability
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Proposed Approach
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Methods: Deep Learning and Visual explanation
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Experimental analysis
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Experiment I

Experiment II

Dataset 
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COVID-19 Viral Pneumonia Streptococcus 
Pneumonia

Healthy patients

COVID-19 Tuberculosis Healthy patients



Experiment I: Results Explainability
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COVID-19 Viral Pneumonia

Streptococcus Pneumonia Healthy patients



Experiment II: Results
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*CheXNet model as pre-trained weights



Experiment II: Explainability
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