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Plan of the presentation
1. What can ChatGPT do?
2. What enabled the creation of ChatGPT? Key NLP technologies
3. What cannot ChatGPT do?
4. Optional:  Why does ChatGPT produce multiple answers to the same question?



What can ChatGPT do?



Year 2022 was a breakthrough in generative AI

DALL-E-2 creates images from text 
description. Here: An astronaut riding a 
horse in the style of Andy Warhol

ChatGPT chats with humans in a very natural way.



ChatGPT can do simple 
mathematical calculations

https://chatgpt.pro/



ChatGPT can write simple 
code

https://chatgpt.pro/



ChatGPT can translate 
sentences

https://chatgpt.pro/



ChatGPT can write 
poems

https://chatgpt.pro/



What enabled the creation of ChatGPT?
Key NLP technologies



What is NLP?
● Natural Language Processing (NLP) aims to 

process and analyze natural language data 
(text) in order to understand it. NLP tasks 
include machine translation, sentiment 
analysis, chatbots etc. 

● Since 2010s the most widespread approach to 
NLP are DNN (deep neural networks)

● Statistical approaches to NLP are  still 
suitable for simpler cases.

● Machine translation is an example of 
successful NLP application, made possible by 
DNNs.

Google Translate offers translation close to human 
performance for 100+ languages.



How to input text into a deep neural network? 
● Tokenize your text into tokens (words/punctuation 

marks)
● Assign an embedding (vector of dimension d) to each 

token from a dictionary. There is a separate embedding 
for each token, the values are initially random and 
updated during the training of DNN.

● Input the sequence of embeddings into DNN
● Byte Pair Encoding (BPE) introduced in 2016 tokenize 

texts into subword tokens (which may be a whole word 
or a part of it) based on frequency. It is easier to capture 
the subword structure (old, oldest) and account for 
rare/unknown/misspelled words such as acnestis, 
someVariableName or Misisipi

ChatGPT tokenizes tokens with BPE into subword tokens (0.7 word/token).

What is NLP?

What is NLP ?
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Transformers architecture
● Transformers neural network architecture 

was introduced in 2017 (paper Attention Is 
All You Need, Vasvani et al.) and it is the 
default DNN architecture for NLP now

● Multi-head attention is the key change
● Each subword token from the input text is 

represented with a embedding (vector) of 
dimension d=512

● Every of N=6 encoder refines the embedding 
for each token

● There are 6.5M trainable parameters in the 
neural network

● Numbers follow the original 2017 
architecture and can be changed freely 

ChatGPT is a neural network with Transformers architecture.
Transformers architecture overview



Attention Is All You Need  fun fact
● Paper Attention Is All You Need, 

Vasvani et al. has been cited 62735 times
● The title refers to The Beatles’ song All 

You Need Is Love
●  It started a trend for papers with 

reference to this  song in the title (+250 
papers since 2017)



Unlabeled datasets, self-supervised learning
● CommonCrawl corpus is petabytes of text data 

collected from the Internet since 2008
● Other popular datasets include digitized books 

or Wikipedia
● Scraped datasets:

○ Cons: a lot of poor quality data, need for custom 
filtering and processing

○ Pros: a lot of data, no need to manually label data 
by humans

● Language model (LM) is a DNN (usually with 
Transformers architecture) trained to predict 
next token over large amounts of unlabeled 
textual data. It is an example of self-supervised 
learning.

● Self-supervised learning is dominant only for 
NLP (and not Computer Vision)

Language Modeling training objective:

Kim ___

Kim Kardashian ___

ChatGPT is a LM trained with 500B tokens of unlabeled data. 



NLP datasets & benchmarks, supervised learning
● SuperGLUE (General Language 

Understanding Evaluation),  the most 
famous NLP benchmark, is a set of diverse 
labeled datasets: Multi-Sentence Reading 
Comprehension, BoolQ etc.

● Usually, after supervised learning  
(fine-tuning) with a labeled dataset, DNN 
specializes in a given dataset and task.

● NLP benchmarks facilitate good quality 
research: enable comparison between models 
via well-defined metrics on publicly available 
datasets and public leaderboards.

● Constructing labeled datasets is a  costly 
process. BoolQ dataset from SuperGLUE benchmark

Datasets are the telescopes of our field Aravind Joshi



Large Language Models
● Over the past 5 years state-of-the-art LMs 

have increased 10000 in size, resembling 
the Moore law

● In parallel, there were improvements in 
training procedure, datasets etc. 

● Nobody expected that simply increasing 
the size would keep going for so long.

● Where is the limit to improving the 
performance by increasing the size (both 
theoretical and practical)? OpenAI’s 
scaling hypothesis: The loss scales as a 
power-law with model size, dataset size, 
and the amount of compute used for 
training, with some trends spanning more 
than seven orders of magnitude. https://huggingface.co/blog/large-language-models 

ChatGPT is trained from GPT-3 which has 175B parameters.

https://huggingface.co/blog/large-language-models


Large Language Models

● Polish version of T5 model, plT5 is 
publicly available

● Evaluation of Transfer Learning for 
Polish with a Text-to-Text Model 
Chrabrowa et al. describes the training 
process of plT5 and introduces a new 
NLP benchmark for Polish language

● plT5, mT5, Polish BART, Polish GPT-2 
are tested against the benchmark

https://huggingface.co/blog/large-language-models 

https://huggingface.co/blog/large-language-models


Why is generative AI so hard to assess automatically?
● In discriminative AI, for example sentiment 

analysis, there is only one correct output to 
each input. It is easy to evaluate whether 
model is correct or not during the training 
process.

● In generative AI, for example chatbots 
multiple outputs, very different from the 
gold truth answer may be equally correct.

● Automated metrics (ROGUE, BLEU) for 
evaluating generative AI exist but are far 
from perfect.

● Therefore ChatGPT heavily relies on human 
annotation

IMDB movie reviews sentiment analysis dataset

(Previous version of) ChatGPT used annotation of 40 contractors.

Input: Hilarious, clean, light-hearted, and 
quote-worthy. What else can you ask for in a 
film? …

Output: positive

Input: What  is the second law of motion?

Output 1: The change of motion of an object is 
proportional to the force impressed; and is made 
in the direction of the straight line in which the 
force is impressed.

Output 2: F = a m

Possible chatbot conversations



How to train ChatGPT from GPT-3?

Open AI

● Reproducing large 
amounts of unlabeled data 
(GPT-3) is different task to 
chatting with humans 
skillfully.

● GPT-3 was aligned to the 
chatbot task via fine-tuning 
(Step 1) and human 
feedback reinforcement 
learning (RLHF, Step 2&3)

● Fine-tuning was a 
well-established practice 
before.

ChatGPT is the first to use RLHF on such a large scale.



What cannot ChatGPT do?



ChatGPT fails at 
arithmetic and 
math reasoning



ChatGPT produces 
harmful and 
biased content



ChatGPT fails at 
common sense 
logic



ChatGPT 
hallucinates 
facts



ChatGPT failures
● Failure examples come from 

github.com/giuven95/chatgpt-
failures

● Most of them are very 
short-lived - fixed by OpenAI 
by now 

● In ML we should not only 
look at the edge/corner case 
examples but at the overall 
metrics on the distribution of 
API queries and what can be 
automated with the model.

(PPO, PPO-ptx, previous version of) ChatGPT improves greatly for all 
known chat failure criteria when evaluated by human labelers.

ChatGPT improves considerable on most chatbot failure points.

https://github.com/giuven95/chatgpt-failures
https://github.com/giuven95/chatgpt-failures


Will ChatGPT replace humans?



Summary of the presentation
1. What can ChatGPT do? Chat with humans in a natural way, simple maths, translate, write 

poems etc.
2. What enabled the creation of ChatGPT? Key NLP technologies.  Deep neural networks, 

embedding, Byte Pair Encoding, Transformers architecture, attention mechanism, large 
unlabeled datasets, CommonCrawl, self-supervised learning, language models,  NLP 
benchmarks, SuperGLUE, labeled datasets, supervised learning, fine-tuning, large language 
models, GPT-3, scaling hypothesis,  human feedback reinforcement learning.

3. What cannot ChatGPT do? Failures include: math reasoning, harmful content, hallucination, 
common sense logic. However, it is getting better.

4. Optional:  Why does ChatGPT produce multiple answers to the same question?



Why does ChatGPT produce multiple answers to the same question?
● Language Model does not generate text, it outputs 

(pseudo)probability of the next token, given the 
prompt:
○ p(“I”|”Who are you?”) = 0.02
○ p(“My”|”Who are you?”) = 0.01
○ …

● How to use a LM to generate a sequence?
● Greedy algorithm (always using the most probable 

token) produces poor results and is never used.
● There are many better ways to sample from LM 

(beam search - keeping n most probable sequences, 
Top-k sampling - randomly drawing from the set of 
k most probable tokens with probabilities given by 
LM).

ChatGPT samples answers randomly from a distribution learnt by LM.



Thank you for your attention


