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Motivation

● Deep learning is widely used due to its superior performance
● However, it suffers from the lack of interpretability (caused by the black-box 

character of standard deep neural networks)
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Motivation

Wrong decisions can be costly and dangerous
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Explainable AI (post-hoc vs. self-explainable)
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Division of the XAI world – Post-hoc methods
The aim is to explain the decision of a pre-trained network (could be black-box).

●   Grad-Cam(s) 
●   Lime
●   Shap Values
●   etc

Typically what we can obtain is heat-map of the important features. 
Consequently, we only know on which features the model focuses its attention.

6



Post-hoc methods: Grad-CAM
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Post-hoc methods: Why should I trust you?
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Division of the XAI world – Intrinsic models
The aim is to construct models which decisions are possible to explain/understand.

●  Decision trees
●  Prototypical parts models
●  b-cos networks

Typical disadvantages: harder to train, there often appears some cost of accuracy, 
often restricted to some datasets (prototypes), needs new architecture and therefore 
not always possible to fine-tune from existing models (b-cos networks).

9

https://arxiv.org/pdf/2205.10268


Prototypical parts models 
ProtoPNet: This looks like that
Aim of prototypical parts models is to create models that: compare the input to 
reference patterns, represented by training data patches.
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Prototypical parts models – Limitations

• Large number of prototypes (each of them is assigned to only one class)
• Similar prototypes of two different classes can be distant in representation 

space (here, bright belly with grayish wings and fender)
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Prototypical parts models – our contribution
● Rymarczyk, Struski, Tabor and Zieliński. ProtoPShare: Prototypical Parts 

Sharing for Similarity Discovery in Interpretable Image Classification. In 
ACM International Conference on Knowledge Discovery and Data Mining 
(KDD), 2021 – arxiv.org/pdf/2011.14340

● Rymarczyk, Struski, Górszczak, Lewandowska, Tabor and Zieliński. 
Interpretable Image Classification with Differentiable Prototypes 
Assignment. In European Conference on Computer Vision (ECCV), 2022 – 
arxiv.org/pdf/2112.02902

● Sacha, Jura, Rymarczyk, Struski, Tabor, Zieliński. Interpretability 
Benchmark for Evaluating Spatial Misalignment of Prototypical Parts 
Explanations. National Conference of the American Association for Artificial 
Intelligence (AAAI), 2024 – arxiv.org/pdf/2308.08162
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Prototypical parts models – our contribution

In contrast to existing methods, they:
● share prototypes between classes
● increase model interpretability
● can be used to find similarities between classes
● focus the model on salient features
● interpretability benchmarks
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Prototypical parts models
Pros
● we can really (hope to) understand the decision of prototypical networks 

(contrary to Post-hoc methods where we have only attention of the network!)
● we have disentangled the final decision into simpler atomic components, 

where each can be easier to understand.
Cons
● we have to construct new architecture and loss functions
● the training can be nontrivial
● since prototypes look at the local differences, it works well for homogeneous 

classes (birds/dogs/cars) but does not work well on ImageNet since the 
classes or not mutations of some one main general class
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XAI world is broken!

Post-hoc methods
● We cannot explain the reasons behind the decisions of convolutional or 

transformer networks. We can only see where the network focuses its 
attention. 

Inherently explained models
● To understand the decisions we need to construct special 

networks/architectures and loss functions.
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InfoDisent: hybrid model
● We want to understand decisions (representation space) of pretrained 

convolutional or transformer networks.
● Motivated by prototypical parts networks, 

we aim to disentangle final decisions into 
understandable atomic components.

● Each atomic component will be 
represented by (prototypical) 
channel in the representation layer.

● Positive reasoning.
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Research hypothesis: channels are not 
informative
The NN does not have any incentive to disentangle the information between 
channels (disentanglement means that the channels give information which is 
independent).

Let I denote the input image pushed through NN to the representation layer (last 
layer before the head), with k channels. Standard classification head is given by

class(I)=softmax A(avg_pool(I)),

where avg_pool is taken over channels.
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Research hypothesis: channels are not 
informative
Observation: operation avg_pool (applied channelwise) is commutative 
operation with matrix operations applied pixelwise:

avg_pool(UpixelwiseI)=U avg_pool(I).

Consequently: For any invertible matrix U we have the equality

softmax A avg_pool(I) = softmax(AU-1) avg_pool(UpixelwiseI).  

This means that the one can mix the channels arbitrarily with invertible matrix, 
and unmix in the last linear layer, and obtain exactly the same result.
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Two components of InfoDisent

Since we agree, that the channels contain entangled/mixed information, the 
appears to questions:
● which class of invertible matrices use for unmixing?
● how to devise an unmixing/disentangling mechanics? In other words how to 

motivate the network so that it would make the channels independent?
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Unmixing by orthogonal matrices
As we have shown, we can theoretically unmix by any invertible matrix. We have 
decided to restrict to orthogonal matrices (isometries), as they do not change the 
innerlying scalar product. Recall that a square matrix U is orthogonal if 
UTU=UUT=I.
We even restrict it further to those which do not change orientation (det=1).
Parametrization – an arbitrary orthogonal matrix with det=1 is given by matrix 
exponential of skew symmetric matrix. Thus

U=exp(A-AT),

where A is an arbitrary square matrix.
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Information bottleneck

In the standard classification head we have the avg_pool operations, which 
aggregates/uses information from all pixels in the given channel.

Sparse Pooling Layer: We restrict this and construct a new pooling mechanism 
called mx_pool which in the pooling will have access to only two pixels, the 
largest positive and smallest negative.

mx_pool(K)=max(ReLu(K)) - max(ReLu(-K)).
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Final model
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To visualize the decision we show the patch on the input image which 
corresponds to the greatest positive pixel in the representation space.
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Results
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Thank you!
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